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Dimerization-induced topological superconductivity in a Rashba nanowire
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We analyze the influence of dimerization on the topological phases of a Rashba nanowire proximitized to a
superconducting substrate. We find that periodic alternations of the hopping integral and spin-orbit coupling can
lead to band inversion, inducing a transition to the topologically nontrivial superconducting phase that hosts
Majorana zero-energy modes. This “dimerization-induced topological superconductivity” completely repels
the topological phase of the uniform nanowire, whenever they happen to overlap. We provide an analytical
justification for this puzzling behavior based on symmetry and parity considerations, and discuss feasible
spectroscopic methods for its observation. We also test stability of the topological superconducting phases
against electrostatic disorder.

DOI: 10.1103/PhysRevB.101.085402

I. INTRODUCTION

The topological superconducting phase of finite length
one-dimensional systems with p-wave electron pairing en-
ables the realization of Majorana-type quasiparticles that are
immune to decoherence [1], hence being ideal candidates
for constructing stable qubits. Spectroscopic signatures of
such Majorana zero-energy modes (MZMs) have been so far
observed in semiconducting nanowires proximitized to super-
conductors [2–9], nanoscopic chains of magnetic atoms de-
posited on superconducting surfaces [10–15], lithographically
fabricated nanostructures [16], and narrow metallic stripes
embedded between two external superconductors differing in
phase [17,18].

Electron pairing of these one-dimensional systems is
driven via the proximity effect, whereas the topological phase
originates either (a) from the spin-orbit coupling (SOC) com-
bined with a sufficiently strong Zeeman field [19–23] or (b)
from spiral magnetic textures [24–33]. In both cases MZMs
are localized on the most peripheral sites of such nanowires or
nanochains [34–40] or separated by an artificial barrier [41].
Their robustness against various types of perturbations has
been extensively explored, considering, e.g., internal dis-
order [42–48], disordered superconducting substrates [49],
noise [50], inhomogeneous spin-orbit coupling [51], ther-
mal fluctuations [30,52–54], reorientation of the magnetic
field [55,56], and correlations [57,58].

Here we consider a stress test for topological supercon-
ductivity in the Rashba nanowire that might be encountered
due to dimerization. The seminal papers by Su, Schrieffer, and
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Heeger (SSH) [59,60] have firmly established that dimeriza-
tion itself can induce a topological insulating phase in one-
dimensional fermion systems. Interplay between dimerization
and superconductivity would be currently of great importance
because of its potential effect on the Majorana quasiparticles.
Some aspects of the Kitaev combined with SSH scenarios
have been recently addressed in Refs. [61–66]. To the best
of our knowledge, however, any systematic study of more
realistic topologically superconducting nanowires is missing.
For this reason we analyze here the role played by alternations
of the hopping integral in a Rashba nanowire proximitized to
an isotropic superconductor.

This paper is organized as follows. In Sec. II we introduce
the microscopic model describing the dimerized nanowire in
the presence of the Rashba and Zeeman terms that are crucial
for inducing the topological superconductivity. In Sec. III
we present the topological phase originating solely from the
dimerization, and discuss its spectroscopic signatures such as
the emerging Majorana quasiparticles. In Sec. IV we address
the electrostatic disorder and its influence on the topological
phases. Section V summarizes our results and gives a brief
outlook.

FIG. 1. Schematic of the dimerized nanowire (red) deposited on
the superconducting substrate (blue). Modulation of the hopping
integral t (1 ± δ) is related to shifts in the positions between neigh-
boring a and b atoms forming a two-site unit cell �. The (yellow)
arrow shows the direction of the applied magnetic field �B.
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II. FORMULATION OF THE PROBLEM

We consider a semiconducting nanowire deposited on a
superconductor with an alternating set of strong and weak
bonds (Fig. 1). Modulation δ of the hopping integral and spin-
orbit coupling can originate either from a mismatch of the
lattice constants or due to misalignment of the nanowire with
respect to the main crystallographic axes of the superconduct-
ing substrate. Neighboring atoms of the nanowire (denoted
by a and b) are not equidistant, so formally the unit cell �

comprises two sites.
The Hamiltonian of our setup, H = H0 + Hso + Hprox,

consists first of the single-particle term

H0 = −t
∑
i,σ

[(1 + δ)c†
iaσ cibσ + (1 − δ)c†

iaσ ci−1bσ + H.c.]

−
∑

�=a,b

∑
i,σ

(
μ + σ z

σσ h
)
c†

i�σ ci�σ , (1)

describing electrons moving along the periodically deformed
nanowire. The second quantization operators c†

i�σ (ci�σ ) cre-
ate (annihilate) an electron with spin σ at site � = a or
b of the ith unit cell, μ is the chemical potential, and h
stands for the Zeeman shift induced by the magnetic field.
The hopping integral t (1 ± δ) between the nearest-neighbor
sites periodically varies with a relative amplitude δ. The same
modulation is also imposed in the spin-orbit Rashba term

Hso = −iλ
∑
iσσ ′

[
(1 + δ)c†

iaσ σ
y
σσ ′cibσ ′

+ (1 − δ)c†
iaσ σ

y
σσ ′ci−1bσ ′

] + H.c., (2)

where σ x,y,z are the Pauli matrices. The last part Hprox ac-
counts for the proximity induced on-site electron pairing. For
simplicity we describe it by the BCS-like term

Hprox =
∑

i

∑
�=a,b

(�c†
i�↑c†

i�↓ + �∗ci�↓ci�↑). (3)

Previous considerations of the uniform Rashba nanowire
have established that the topologically nontrivial supercon-
ducting phase is realized for magnetic fields obeying the
constraint [19]√

(2t − μ)2 + |�|2 < h <

√
(2t + μ)2 + |�|2. (4)

The topological phase transition occurs when the quasiparticle
spectrum closes and reopens the soft gap [67]. In Sec. III we
shall revisit this criterion in the presence of dimerization δ

and determine the topological phase diagram with respect to
the model parameters h, λ, δ, �, and μ.

A. Formalism

The Hamiltonian H can be recast in the Nambu basis

�i = (cia↑, cib↑, cia↓, cib↓, c†
ia↓, c†

ib↓,−c†
ia↑,−c†

ib↑)T (5)

using the Bogoliubov–de Gennes procedure. We then diag-
onalize the matrix Hi j defined via H = 1

2

∑
i, j �

†
i Hi j� j . Its

Fourier transform Hk takes the form

Hk = −hσ z − μτ z − tγ +
k τ z − iλγ −

k σ yτ z + �τ x, (6)

where τ x,y,z are Pauli matrices acting within the particle-hole
subspace, and we have assumed (without loss of generality)
that � is real. We have additionally introduced the matrices
acting in the sublattice space

γ ±
k =

(
0 (1 + δ) ± (1 − δ)eik

±[(1 + δ) ± (1 − δ)e−ik] 0

)
.

(7)
By convention identity matrices are not explicitly shown and
a tensor product over the matrices is implied.

B. Experimentally accessible observables

In specific numerical computations we have consid-
ered a finite length nanowire consisting of 200 sites and
used � = 0.2t , λ = 0.15t , and h = 0.3t (unless stated
otherwise). Typical values of the hopping integral be-
tween the nearest-neighbor atoms on superconducting sur-
face are t ∼ 10 meV [27,68], whereas their spacing varies
between 0.3 and 0.6 nm, see Table 1 in Ref. [30].
The eigenvalues εn and eigenvectors in Nambu space
(un

ia↑, un
ib↑, un

ia↓, un
ib↓, vn

ia↓, vn
ib↓, vn

ia↑, vn
ib↑)T [see Eq. (5)] are

determined by numerical diagonalization, from which we
construct the local density of states

ρi�(ω) =
∑
σ,n

|un
i�σ |2δ(ω − εn) + |vn

i�σ |2δ(ω + εn). (8)

This local density of states (LDOS) is measurable by scanning
tunneling microscopy (STM) [69] and, at low temperatures, is
equivalent to the differential conductance Gi� = dIi�(V )/dV
of the tunneling current Ii�(V ) induced by a voltage V [70].
In special cases it is useful to inspect the total density of states
(DOS) obtained from the summation ρ(ω) = ∑

i� ρi�(ω).
Since our numerical solution is obtained for a finite size
nanowire we shall illustrate the resulting spectra replacing the
Dirac delta functions by Gaussian distributions δ(ω − εn) =

1
σ
√

2π
exp ( −(ω−εn )2

2σ 2 ), with a small broadening σ = 0.0035t .

III. TOPOLOGICAL SUPERCONDUCTIVITY

The dimerized nanowire still retains the symmetries of the
homogeneous wire, namely particle-hole [H, C]+ = 0, where
C = σ yτ yK̂ , and a “time-reversal” symmetry [H, T ]− = 0,
where T = σ xK̂ and T 2 = 1. K̂ is the complex conjugation
operator. Hence the Hamiltonian also possesses their com-
posite symmetry T C, often referred to as chiral symmetry.
The Hamiltonian is therefore in the BDI class [71] and has
a Z topological index, the winding number ν. However, for
this particular Hamiltonian we find that this index does not
obtain magnitudes larger than 1, and hence all interesting
information from this index can also be contained in its parity
(−1)ν . This is relatively straightforward to calculate, using
either the Pfaffian [1], scattering matrices [72,73], or a suitable
parity operator [19,20,74]. Here we will focus on the last
option, as this also allows us to understand the phase diagrams
inferred from band inversions.

The index ν can be related directly to an appropriately
defined parity of the negative energy bands at the time-reversal
invariant momenta {�1, �2} = {0, π}. The parity operator P
must satisfy [P, C]+ = 0 and [P, H�i ]− = 0. In that case

085402-2



DIMERIZATION-INDUCED TOPOLOGICAL … PHYSICAL REVIEW B 101, 085402 (2020)

FIG. 2. Topological phase diagram of the dimerized nanowire.
(a) The phase diagram with respect to the magnetic field h and
the hopping integral modulation δ, obtained for λ = 0.3t ; (b) with
respect to the spin-orbit coupling λ and the hopping integral mod-
ulation δ, for h = 0.3t . The dark (blue) regions have a parity of
(−1)ν = −1 and are topologically nontrivial, the white regions are
topologically trivial. Gap closings at k = 0 are marked with solid
black lines and at k = π with dashed black lines. Parameters used
for both plots are: � = 0.2t , μ = −2t .

the eigenstates |n, k〉 at the time-reversal invariant points are
eigenstates also of the parity operator and have a definite par-
ity �n,�i ≡ 〈n, �i|P|n, �i〉 = ±1. One can then demonstrate
that [74,75]

(−1)ν =
∏

εn,�i <0

�n,�i . (9)

Calculation of the topological phase is therefore reduced to
finding a suitable parity operator. Following the methods of
Refs. [37,75–77] we find P = λxσ z, where λx,y,z are Pauli
matrices acting in the sublattice subspace.

Finally one finds

(−1)ν = sgn[(h2 − μ2)2 + (4t2 + 4λ2δ2 + �2)2

− 2μ2(4t2 + 4λ2δ2 − �2)

− 2h2(4t2 − 4λ2δ2 + �2)]

× sgn[(h2 − μ2)2 + (4λ2 + 4t2δ2 + �2)2

− 2μ2(4λ2 + 4t2δ2 − �2)

+ 2h2(4λ2 − 4t2δ2 − �2)]. (10)

The first terms change sign when the gap closes at k = 0, and
the second when it closes at k = π . These two conditions are
marked separately in Figs. 2–4. The gap closing lines separat-
ing topologically trivial and nontrivial regions are given in the
Appendix, as well as the expression in the limit h, μ → ∞.
For δ = 0 one finds

(−1)ν = sgn[(4t2 − h2 + �2)2

− 2μ2(4t2 + h2 − �2) + μ4], (11)

which reproduces the well-known result for a homogeneous
wire. In that limit the second term in (10) becomes positive
definite and no longer contributes. As for some quasi-one-
dimensional wires [37] and hexagonal lattices [75,77], which
are related to the dimerized wire, the topological phase now
depends explicitly on the strength of the spin-orbit coupling
λ. The additional conditions for topology also indicate, as we
shall see, that there are new topologically nontrivial phases
appearing.

FIG. 3. Topological phase diagram of the dimerized nanowire
with respect to the chemical potential μ and the modulation of
the hopping integral δ. The dark (blue) regions have a parity of
(−1)ν = −1 and are topologically nontrivial, the white regions are
topologically trivial. The dimerization introduces a new region of
topology at smaller chemical potential than in the homogeneous
case. The band structures at the points (i)–(v), demonstrating the
band inversion, are shown in Fig. 5. The dashed lines correspond
to the calculations of the DOS and LDOS, see Figs. 6 to 9. Results
calculated for � = 0.2t , h = 0.3t , and λ = 0.15t .

Examples of the phase diagrams are displayed in Figs. 2–
4. Stability of the topological superconducting state of the
proximitized Rashba nanowire is very sensitive to magnetic
field. Figure 2(a) depicts the phase diagram with respect to
the applied magnetic field h and the hopping modulation δ.
The lowest critical field is h � 0.2t and it is rather unaffected
by dimerization. Contrary to this, the upper critical field
is considerably suppressed by dimerization. The lower and
upper critical magnetic fields merge at sufficiently strong
dimerization (δ ≈ 0.95).

FIG. 4. Topological phase diagram of the dimerized nanowire
with respect to the chemical potential μ and the magnetic field
h. The dark (blue) regions have a parity of (−1)ν = −1 and are
topologically nontrivial, the white regions are topologically trivial.
(a) δ = 0.2 and (b) δ = 0.8. The dimerization destroys a part of the
topological phase and at a critical value there is no topologically
nontrivial phase left, as seen also in Figs. 2 and 3. Gap closings at
k = 0 are marked with solid black lines and at k = π with dashed
black lines. Both results were obtained for � = 0.2t , h = 0.3t , and
λ = 0.15t .
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FIG. 5. Band inversion demonstrating the topological phases.
Shown are the lowest negative and positive energy bands between
the time-reversal invariant momenta 0 and π . Between each panel
is a gap closing (at either k = 0 or k = π ) which inverts the parity
of the bands (see main text for more details). Parameters in (i)–(v)
are indicated in Fig. 3, with δ = 0.875 and the chemical potential:
(i) μ = −2.4t , (ii) μ = −2.15t , (iii) μ = −1.9t , (iv) μ = −1.65t ,
and (v) μ = −1.4t Rest of the parameters are as follows: � = 0.2t ,
h = 0.3t , and λ = 0.15t .

Furthermore, we would like to emphasize the appear-
ance of the additional topological phase induced solely by
the dimerization as can be seen in Fig. 3. Such addi-
tional topological phase forms away from the usual topo-
logical phase of the uniform nanowire existing around
μ = −2t . This dimerization induced topologically nontrivial
phase nonetheless still requires spin-orbit coupling to be
present.

A. Band inversion

Using the parity operator from which the topological index
was calculated, one can demonstrate the topology by consid-
ering band inversion. One can define the parity of a band at a
momentum k as

�n,k ≡ 〈n, k|P|n, k〉. (12)

At k = 0, π the energy eigenstate is also an eigenvector
of parity with eigenvalues ±1. From the definition of the
index Eq. (9) it should be apparent that the system is in a
topologically nontrivial phase when the parity of the negative
energy bands switches an odd number of times between the
time-reversal invariant momenta.

We can check this explicitly for the phases shown in Fig. 3,
see Fig. 5. Between panels (i) and (ii) the gap closes and opens
with band inversion occurring. The gap closing associated
with the new topological phase re-inverts these bands and
the system becomes trivial again for (iii). The subsequent

FIG. 6. Evolution of the density of states ρ(ω) upon the modu-
lation δ obtained for μ = −2t , h = 0.3t , λ = 0.15t , and � = 0.2t .
The density of states is scaled by ρ0 = 1.26 × 104t−1.

gap closing and opening from (iii) to (iv) pushes the system
into the new topological phase. This phase has the bands
inverted along a different orientation of k, which is why these
two phases destroy each other, becoming topologically trivial,
when they cross (see Figs. 3 and 4 and additionally, videos of
band inversion for parameters chosen along the lines in those
phase diagrams [78]).

B. Quasiparticle spectra

Let us now inspect the evolution of the quasiparticle spec-
tra driven by dimerization. In Fig. 6 we show the density
of states obtained for the model parameters μ = −2t , h =
0.3t , λ = 0.15t . We can notice that the soft gap gradually
closes upon approaching the critical δ = 0.87, and the system
evolves into the topologically trivial phase. Traversing this
critical dimerization we clearly observe signatures of the band
inversion accompanied by disappearance of the Majorana
quasiparticles. Ultimately, for δ → 1 the nanowire becomes
entirely dimerized, therefore its spectrum evolves to the bond-
ing and antibonding states. We have checked that for larger
values of the magnetic field, the topological phase, and hence
the MZMs, are destroyed at considerably lower dimerization
strengths (Fig. 2).

In Fig. 7 we illustrate the changeover of the Majarona
profile driven by dimerization. For this purpose we dis-
play the LDOS at zero energy ρi�(ω=0) with respect to
sites {i,�} ∈ 〈1; N/2〉 and for varying δ. The spatial pro-
file of the MZM is rather stable for a wide range of
the hopping integral modulation δ. Upon approaching the
critical value δ ≈ 0.87t the topological transition, caused
by the band inversion, occurs. The zero-energy Majorana
modes then cease to exist and merge back into the bulk
states.

Figure 8 shows the density of states obtained for μ = −1t ,
corresponding to the topologically nontrivial phase driven by
dimerization. In this case the MZMs are present over a finite
dimerization regime, between the subsequent gap closing
points signaling the change in topology, as can be clearly seen
in Fig. 9.
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FIG. 7. The local density of states at zero energy ρi�(ω) as a
function of the hopping integral modulation δ obtained for the same
model parameters as in Fig. 6. The MZMs can be clearly seen at
the edges of the wire, until the critical dimerization closes the gap.
The normalization is ρ0 = 4.65t−1. Only data for the left half of the
nanowire (first 100 sites) is shown, as the nanowire is symmetric.

IV. ROBUSTNESS TO DISORDER

Finally we check whether the topological phase driven
solely by dimerization is equally stable against disorder, as
the topological phase of the homogeneous nanowire. We thus
introduce a random on-site term

Hdis = W

2

∑
i

ξi�
†
i τ z�i, (13)

where W stands for the disorder amplitude and −1 � ξi �
1 are random numbers. We have diagonalized the system
using the Bogoliubov–de Gennes technique and computed
the quasiparticle spectra as well as the topological invariant
averaged over 105 different distributions {ξi}.

Figure 10 illustrates the effect of the disorder on the
averaged topological invariant obtained at three representa-
tive points in the phase diagram. We have evaluated the

FIG. 8. Evolution of the density of states ρ(ω) driven by the
hopping integral modulation δ obtained for μ = −0.8t , h = 0.3t ,
λ = 0.15t , and � = 0.2t , i.e., within the new topological phase
induced by the dimerization. The density of states is scaled by
ρ0 = 1.89 × 103t−1.

FIG. 9. The local density of states at zero energy ρi�(ω) as a
function of the hopping integral modulation δ obtained for the same
model parameters as in Fig. 8. The MZMs can be clearly seen at
the edges of the wire, until the critical dimerization closes the gap.
The normalization is ρ0 = 2.14t−1. Only data for the left half of the
nanowire are shown, the right half are symmetric. The very faint edge
states that can be seen for small dimerization are traces of the trivial
nonzero energy subgap states which are clearly visible in Fig. 8.

topological index using the scattering method [72,73] and av-
eraged it over 105 configurations of the electrostatic disorder.
Although the index is constrained to be either −1 or 1 for
any particular disorder realization, upon averaging it shows a
smooth crossover between these values. No substantial differ-
ence in the robustness to disorder can be seen for the three
cases considered by us, i.e., (i) the homogeneous nontrivial
phase; (ii) a point in the continuation of this phase in the
dimerized case; and (iii) a point in the dimerization induced
topologically nontrivial phase. We noticed that compared to
(i), case (ii) tends towards the topological crossover at smaller
disorder strengths. More surprisingly in case (iii) the topologi-
cal phase survives on average to larger disorder strengths. This

FIG. 10. Topological transition driven by the electrostatic dis-
order for three representative values of μ and δ, as indicated.
Perhaps unsurprisingly introducing dimerization to the completely
homogeneous case, causes the transition to occur for smaller dis-
order strengths. However in the dimerization-induced phase (yellow
diamonds) the transition occurs at slightly larger disorder values. The
rest of the parameters used in calculation were h = 0.3t , λ = 0.15t ,
and � = 0.2t .
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FIG. 11. Changeover of the global density of states averaged
over electrostatic disorder versus its amplitude W obtained for μ =
−2t , δ = 0.4t , h = 0.3t , λ = 0.15t , and � = 0.2t . The dashed lines
show the limits in which the disorder induced transition occurs on
average. The MZMs can still be seen in this regime, although on
average the gap has already been closed. The density of states is
scaled by ρ0 = 1.26 × 104t−1.

is despite the size of the gap being slightly smaller in case (iii)
than either (i) or (ii).

The change of the averaged topological index is simulta-
neously reflected in the local density of states (Fig. 11). The
gap closes, on average, at the same disorder amplitude where
the topological index begins to change its value between −1
and 1. In this region, however, there still exist realizations of
the random electrostatic fields (13) when the MZMs survive,
as is evidenced by the well pronounced spectral weight at
ω = 0 (Fig. 11). This phenomenon partly resembles the role
played by thermal effects, as has been recently predicted
for the uniform Rashba nanowires using the Monte Carlo
studies [54].

V. SUMMARY AND PERSPECTIVES

We have studied the influence of dimerization on the
topological phases of a Rashba nanowire proximitized to a
superconducting substrate. We have found that sufficiently
strong alternation of the hopping integral is detrimental to the
topological superconducting phase, as evidenced by closing
of the protecting gap and subsequent disappearance of the
Majorana zero modes. Besides this detrimental role, however,
we have also predicted an additional topological phase ap-
pearing well outside the usual regions typical for the uniform
Rashba nanowires. Inspecting symmetries of the system and
the related band inversion we have analytically determined the
topological invariant and constructed the phase diagrams with
respect to all parameters of the model.

Our results indicate that dimerization might be beneficial
for realization of the topological superconducting phase in
the proximitized Rashba nanowires. In practice such a situ-
ation might be encountered, for instance, in extremely narrow
metallic strips (comprising a ladder of itinerant electrons)
sandwiched between two external superconducting reser-
voirs, analogous to what has been recently experimentally
reported in Refs. [17,18]. The dimerized Rashba systems
could also be realized using either double- (or multi-) chain

arrangements of some magnetic atoms, such as Co and Fe,
weakly interconnected between themselves and deposited on
surfaces of superconducting substrates [79]. A general ap-
proach for such tailor-made band structures could be practi-
cally achieved through atom manipulation using STM [80].

Another feasible version of an emergent symmetry protec-
tion due to dimerization manifested in the structure of the Z2

fields can be related with the topological bond order of the
interacting (correlated) ultracold atom systems [81,82].

Further theoretical studies would be useful to verify
whether a tendency towards the chain dimerization is ener-
getically favorable or unfavorable. Experimental fabrication
and detection of the resulting quasiparticles in such dimerized
nanosystems is also welcome and may enable a new route to-
wards controllable manipulation of the Majorana zero modes.
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APPENDIX: GAP CLOSING LINES FOR THE
TOPOLOGICAL PHASE TRANSITIONS

The topological phase diagram of our dimerized Rashba
nanowire is given by Eq. (10). Its topologically trivial and
nontrivial phases must be separated by gap closing points at
either k = 0 or k = π . For k = 0 one finds such closing at

h2 = 4t2 − 4λ2δ2 + �2 + μ2

± 4
√

t2μ2 − (4t2 + �2)λ2δ2 (A1)

or, solving for the chemical potential,

μ2 = 4t2 + h2 + 4λ2δ2 − �2

± 4
√

t2h2 − �2(t + λ2δ2). (A2)

The other closing, at k = π , occurs when

h2 = 4t2δ2 − 4λ2 + �2 + μ2

± 4
√

t2δ2μ2 − λ2(4t2δ2 + �2) (A3)

or, for the chemical potential,

μ2 = h2 + 4λ2 + 4t2δ2 − �2

± 4
√

t2h2δ2 − �2(λ2 + t2δ2). (A4)

In the limit of large μ, h � t,�, λ these expressions simplify
to

μ2 − h2 ≈ ± 4|th|, (A5)

at k = 0, and

μ2 − h2 ≈ ± 4|thδ|, (A6)

at k = π . The condition to be in the topologically nontrivial
phase therefore becomes

4|thδ| � |μ2 − h2| � 4|th| (A7)

in this limit.
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